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stars. For giant stars the mass and age are non-
separable, as seen from the mass-age relation in Section
4.2. We define the selection function as S(τ, ζ,m) = 1
for log g < 3.8 and (J−K)0 > 0.5, and 0 elsewhere. The
prior density function, f0, depends on the SFH (ψ(τ)),
the initial mass function (IMF, ξ(m)), and the metallicity
distribution function (MDF, φ(ζ)). In this work we have
the metallicity of the star measured to within 0.05 dex,
which is small compared to the width of the MDF in
the solar neighborhood, therefore we simply assume a
flat MDF across the measured metallicity uncertainty.
We also assume that the IMF is independent of age and
metallicity. We can therefore write Equation (3) as

f(τ, ζ) ∝ ψ(τ)φ(ζ)

∫
L(τ, ζ,m)S(τ, ζ,m)ξ(m) dm.

The likelihood function, L(τ, ζ,m), is the likelihood
that a given isochrone point matches the observed star
based on a set of measured parameters. The likelihood
function is calculated as the product of each observ-
able parameter compared to an isochrone point assuming
Gaussian uncertainties. To build the likelihood PDF,
L(τ, ζ,m) is summed over all isochrone points. Inte-
grated over the mass this has the form

L(τ, ζ)∝
n∑

i=1

exp

(
−(X1,obs −X1,iso,i)

2

2σ2
X1,obs

)

× exp

(
−(X2,obs −X2,iso,i)

2

2σ2
X2,obs

)
(4)

× exp (...) S(τi, ζi,mi) ξ(mi)∆m

where X is the measured stellar parameter, σX,obs is
the uncertainty in X , and n is the number of isochrone
points. In practice we only sum over isochrone points
within 3σ of all of the measured parameter value. We
note that because the isochrones are given in 0.05 steps
in log10(age), we also work in log10(age). For all equa-
tions given, τ denotes log10(age). We assume a Chabrier
lognormal IMF (Chabrier 2001) as is provided within the
PARSEC isochrones.
The measured parameters considered were tempera-

ture (Teff), metallicity ([M/H]), surface gravity (log g),
and absolute Tycho V -band magnitude (MVT ). Metal-
licity is included in all cases. The PARSEC isochrones
have solar α-abundances, therefore we derive an adjusted
metallicity for each star in the observed Hipparcos sam-
ple to account for α-abundance. It has been shown that
α-enhanced stars appear cooler than stars with solar α-
abundance of the same age and [Fe/H] (see, e.g., Salaris
et al. 1993). If ignored, this effect would result in an
older age assigned to an α-enhanced star. As this is ex-
actly the trend suggested by chemical evolution models
of the thick disk populations, it is crucial to account for
any α-enhancements when comparing to solar abundance
isochrones. To correct for the temperature shift due to
the stellar α-enhancement, an adjusted [M/H] was used
to compare to the isochrone [Fe/H]. We use the correc-
tion described in Salaris et al. (1993). As our sample
does not contain many α-enhanced stars, only a small
adjustment is required. For 94 % of the observed sample
the adjustment to the metallicity is less than 0.1 dex,

the PARSEC isochrone [Fe/H] step size. The effect on
the age estimate is almost always less than 0.1 dex. We
discuss below the combination of measured parameters
that allows for the most accurate age determination of
red giants. For the purpose of comparing to a direct age
estimate from the mass (see sections 4.1 and 4.2) we also
consider the ages derived with this method using [M/H]
and mass as the measured parameters.
Using L(τ, ζ) as given in Equation (4), we assume a

flat MDF over the uncertainty in [M/H] and integrate
over metallicity to obtain the full age PDF for a single
star.

f(τ) ∝ ψ(τ)L(τ).

The use of a grid of isochrones spaced in log(age) imposes
a default prior of a flat SFH prior in log(age) or τ . We
adopt a flat SFH prior in age by weighting each τ bin of
the PDF by the linear age of that bin. This results in the
full age PDF of a single star. In Section 4.6 we model
the SFH as a parameterized function.

4.4. Mock Data Tests

Using a sample of simulated stars, we examine which
combination of measured parameters results in the most
accurate age determination. The simulated sample was
created by selecting random points from the PARSEC
isochrones to create a sample with a flat distribution
in age. The sample contains 1200 stars with param-
eters 3500K < Teff < 5400K, −1.0 < [Fe/H] < 0.7,
3.8 < log g < 0, and (J −K)0 > 0.5. This contains only
evolved stars, covers a large range of metallicities, and
includes the color cut imposed on the observational sam-
ple. Gaussian noise was introduced to the points based
on the typical observational uncertainties of our sam-
ple, 92 K in Teff, 0.11 dex in log g, 0.05 dex in [M/H],
and 0.15 mag in MVT . From these parameters a spec-
troscopic mass was calculated just as is done with the
observed sample. The disagreement in the true mass of
the isochrones point and the mass calculated from the
parameters with added noise is 38 %, in agreement with
the estimate based on observational errors in Section 4.1.
An age PDF was calculated for each star in this sim-

ulated sample using the method described in Section 4.3
for several combinations of measured parameters, how-
ever, [Fe/H] was included in all cases. To assign a single
age to a star we take the mean of the age PDF. The age
PDF for an evolved star is often not a Gaussian PDF,
and can have more than one local maximum because
these stars commonly have measured parameters similar
to older or younger stars at a different stage of evolution
(e.g., RC or AGB stars). The mean of the PDF is more
sensitive to multiple peaks, which can introduce larger
uncertainties in the age of a single star, but can result in
a more accurate age distribution for a large sample. The
difference in log(age) between the real and recovered age
values for a few test parameter sets is shown in Figure
7. In these figures, a Gaussian is fit to the distribution
of errors to determine the 1σ errors. Both the Gaussian
fit and the σ value are indicated in the figure.
The upper left panel of Figure 7 shows the age errors of

a Bayesian isochrone matching analysis using [Fe/H] and
M as the measured parameters. This analysis compares
directly with the mass-age relation analysis from Section
4.2. The age errors here are generally smaller than the
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mean age 

SelecNon	
  funcNon	
  

Feuillet+ 2016 

Ages of APOGEE Giants 7

stars. For giant stars the mass and age are non-
separable, as seen from the mass-age relation in Section
4.2. We define the selection function as S(τ, ζ,m) = 1
for log g < 3.8 and (J−K)0 > 0.5, and 0 elsewhere. The
prior density function, f0, depends on the SFH (ψ(τ)),
the initial mass function (IMF, ξ(m)), and the metallicity
distribution function (MDF, φ(ζ)). In this work we have
the metallicity of the star measured to within 0.05 dex,
which is small compared to the width of the MDF in
the solar neighborhood, therefore we simply assume a
flat MDF across the measured metallicity uncertainty.
We also assume that the IMF is independent of age and
metallicity. We can therefore write Equation (3) as

f(τ, ζ) ∝ ψ(τ)φ(ζ)

∫
L(τ, ζ,m)S(τ, ζ,m)ξ(m) dm.

The likelihood function, L(τ, ζ,m), is the likelihood
that a given isochrone point matches the observed star
based on a set of measured parameters. The likelihood
function is calculated as the product of each observ-
able parameter compared to an isochrone point assuming
Gaussian uncertainties. To build the likelihood PDF,
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where X is the measured stellar parameter, σX,obs is
the uncertainty in X , and n is the number of isochrone
points. In practice we only sum over isochrone points
within 3σ of all of the measured parameter value. We
note that because the isochrones are given in 0.05 steps
in log10(age), we also work in log10(age). For all equa-
tions given, τ denotes log10(age). We assume a Chabrier
lognormal IMF (Chabrier 2001) as is provided within the
PARSEC isochrones.
The measured parameters considered were tempera-

ture (Teff), metallicity ([M/H]), surface gravity (log g),
and absolute Tycho V -band magnitude (MVT ). Metal-
licity is included in all cases. The PARSEC isochrones
have solar α-abundances, therefore we derive an adjusted
metallicity for each star in the observed Hipparcos sam-
ple to account for α-abundance. It has been shown that
α-enhanced stars appear cooler than stars with solar α-
abundance of the same age and [Fe/H] (see, e.g., Salaris
et al. 1993). If ignored, this effect would result in an
older age assigned to an α-enhanced star. As this is ex-
actly the trend suggested by chemical evolution models
of the thick disk populations, it is crucial to account for
any α-enhancements when comparing to solar abundance
isochrones. To correct for the temperature shift due to
the stellar α-enhancement, an adjusted [M/H] was used
to compare to the isochrone [Fe/H]. We use the correc-
tion described in Salaris et al. (1993). As our sample
does not contain many α-enhanced stars, only a small
adjustment is required. For 94 % of the observed sample
the adjustment to the metallicity is less than 0.1 dex,

the PARSEC isochrone [Fe/H] step size. The effect on
the age estimate is almost always less than 0.1 dex. We
discuss below the combination of measured parameters
that allows for the most accurate age determination of
red giants. For the purpose of comparing to a direct age
estimate from the mass (see sections 4.1 and 4.2) we also
consider the ages derived with this method using [M/H]
and mass as the measured parameters.
Using L(τ, ζ) as given in Equation (4), we assume a

flat MDF over the uncertainty in [M/H] and integrate
over metallicity to obtain the full age PDF for a single
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f(τ) ∝ ψ(τ)L(τ).

The use of a grid of isochrones spaced in log(age) imposes
a default prior of a flat SFH prior in log(age) or τ . We
adopt a flat SFH prior in age by weighting each τ bin of
the PDF by the linear age of that bin. This results in the
full age PDF of a single star. In Section 4.6 we model
the SFH as a parameterized function.

4.4. Mock Data Tests

Using a sample of simulated stars, we examine which
combination of measured parameters results in the most
accurate age determination. The simulated sample was
created by selecting random points from the PARSEC
isochrones to create a sample with a flat distribution
in age. The sample contains 1200 stars with param-
eters 3500K < Teff < 5400K, −1.0 < [Fe/H] < 0.7,
3.8 < log g < 0, and (J −K)0 > 0.5. This contains only
evolved stars, covers a large range of metallicities, and
includes the color cut imposed on the observational sam-
ple. Gaussian noise was introduced to the points based
on the typical observational uncertainties of our sam-
ple, 92 K in Teff, 0.11 dex in log g, 0.05 dex in [M/H],
and 0.15 mag in MVT . From these parameters a spec-
troscopic mass was calculated just as is done with the
observed sample. The disagreement in the true mass of
the isochrones point and the mass calculated from the
parameters with added noise is 38 %, in agreement with
the estimate based on observational errors in Section 4.1.
An age PDF was calculated for each star in this sim-

ulated sample using the method described in Section 4.3
for several combinations of measured parameters, how-
ever, [Fe/H] was included in all cases. To assign a single
age to a star we take the mean of the age PDF. The age
PDF for an evolved star is often not a Gaussian PDF,
and can have more than one local maximum because
these stars commonly have measured parameters similar
to older or younger stars at a different stage of evolution
(e.g., RC or AGB stars). The mean of the PDF is more
sensitive to multiple peaks, which can introduce larger
uncertainties in the age of a single star, but can result in
a more accurate age distribution for a large sample. The
difference in log(age) between the real and recovered age
values for a few test parameter sets is shown in Figure
7. In these figures, a Gaussian is fit to the distribution
of errors to determine the 1σ errors. Both the Gaussian
fit and the σ value are indicated in the figure.
The upper left panel of Figure 7 shows the age errors of

a Bayesian isochrone matching analysis using [Fe/H] and
M as the measured parameters. This analysis compares
directly with the mass-age relation analysis from Section
4.2. The age errors here are generally smaller than the
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stars. For giant stars the mass and age are non-
separable, as seen from the mass-age relation in Section
4.2. We define the selection function as S(τ, ζ,m) = 1
for log g < 3.8 and (J−K)0 > 0.5, and 0 elsewhere. The
prior density function, f0, depends on the SFH (ψ(τ)),
the initial mass function (IMF, ξ(m)), and the metallicity
distribution function (MDF, φ(ζ)). In this work we have
the metallicity of the star measured to within 0.05 dex,
which is small compared to the width of the MDF in
the solar neighborhood, therefore we simply assume a
flat MDF across the measured metallicity uncertainty.
We also assume that the IMF is independent of age and
metallicity. We can therefore write Equation (3) as

f(τ, ζ) ∝ ψ(τ)φ(ζ)

∫
L(τ, ζ,m)S(τ, ζ,m)ξ(m) dm.

The likelihood function, L(τ, ζ,m), is the likelihood
that a given isochrone point matches the observed star
based on a set of measured parameters. The likelihood
function is calculated as the product of each observ-
able parameter compared to an isochrone point assuming
Gaussian uncertainties. To build the likelihood PDF,
L(τ, ζ,m) is summed over all isochrone points. Inte-
grated over the mass this has the form
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where X is the measured stellar parameter, σX,obs is
the uncertainty in X , and n is the number of isochrone
points. In practice we only sum over isochrone points
within 3σ of all of the measured parameter value. We
note that because the isochrones are given in 0.05 steps
in log10(age), we also work in log10(age). For all equa-
tions given, τ denotes log10(age). We assume a Chabrier
lognormal IMF (Chabrier 2001) as is provided within the
PARSEC isochrones.
The measured parameters considered were tempera-

ture (Teff), metallicity ([M/H]), surface gravity (log g),
and absolute Tycho V -band magnitude (MVT ). Metal-
licity is included in all cases. The PARSEC isochrones
have solar α-abundances, therefore we derive an adjusted
metallicity for each star in the observed Hipparcos sam-
ple to account for α-abundance. It has been shown that
α-enhanced stars appear cooler than stars with solar α-
abundance of the same age and [Fe/H] (see, e.g., Salaris
et al. 1993). If ignored, this effect would result in an
older age assigned to an α-enhanced star. As this is ex-
actly the trend suggested by chemical evolution models
of the thick disk populations, it is crucial to account for
any α-enhancements when comparing to solar abundance
isochrones. To correct for the temperature shift due to
the stellar α-enhancement, an adjusted [M/H] was used
to compare to the isochrone [Fe/H]. We use the correc-
tion described in Salaris et al. (1993). As our sample
does not contain many α-enhanced stars, only a small
adjustment is required. For 94 % of the observed sample
the adjustment to the metallicity is less than 0.1 dex,

the PARSEC isochrone [Fe/H] step size. The effect on
the age estimate is almost always less than 0.1 dex. We
discuss below the combination of measured parameters
that allows for the most accurate age determination of
red giants. For the purpose of comparing to a direct age
estimate from the mass (see sections 4.1 and 4.2) we also
consider the ages derived with this method using [M/H]
and mass as the measured parameters.
Using L(τ, ζ) as given in Equation (4), we assume a

flat MDF over the uncertainty in [M/H] and integrate
over metallicity to obtain the full age PDF for a single
star.

f(τ) ∝ ψ(τ)L(τ).

The use of a grid of isochrones spaced in log(age) imposes
a default prior of a flat SFH prior in log(age) or τ . We
adopt a flat SFH prior in age by weighting each τ bin of
the PDF by the linear age of that bin. This results in the
full age PDF of a single star. In Section 4.6 we model
the SFH as a parameterized function.

4.4. Mock Data Tests

Using a sample of simulated stars, we examine which
combination of measured parameters results in the most
accurate age determination. The simulated sample was
created by selecting random points from the PARSEC
isochrones to create a sample with a flat distribution
in age. The sample contains 1200 stars with param-
eters 3500K < Teff < 5400K, −1.0 < [Fe/H] < 0.7,
3.8 < log g < 0, and (J −K)0 > 0.5. This contains only
evolved stars, covers a large range of metallicities, and
includes the color cut imposed on the observational sam-
ple. Gaussian noise was introduced to the points based
on the typical observational uncertainties of our sam-
ple, 92 K in Teff, 0.11 dex in log g, 0.05 dex in [M/H],
and 0.15 mag in MVT . From these parameters a spec-
troscopic mass was calculated just as is done with the
observed sample. The disagreement in the true mass of
the isochrones point and the mass calculated from the
parameters with added noise is 38 %, in agreement with
the estimate based on observational errors in Section 4.1.
An age PDF was calculated for each star in this sim-

ulated sample using the method described in Section 4.3
for several combinations of measured parameters, how-
ever, [Fe/H] was included in all cases. To assign a single
age to a star we take the mean of the age PDF. The age
PDF for an evolved star is often not a Gaussian PDF,
and can have more than one local maximum because
these stars commonly have measured parameters similar
to older or younger stars at a different stage of evolution
(e.g., RC or AGB stars). The mean of the PDF is more
sensitive to multiple peaks, which can introduce larger
uncertainties in the age of a single star, but can result in
a more accurate age distribution for a large sample. The
difference in log(age) between the real and recovered age
values for a few test parameter sets is shown in Figure
7. In these figures, a Gaussian is fit to the distribution
of errors to determine the 1σ errors. Both the Gaussian
fit and the σ value are indicated in the figure.
The upper left panel of Figure 7 shows the age errors of

a Bayesian isochrone matching analysis using [Fe/H] and
M as the measured parameters. This analysis compares
directly with the mass-age relation analysis from Section
4.2. The age errors here are generally smaller than the

Ages of APOGEE Giants 7

stars. For giant stars the mass and age are non-
separable, as seen from the mass-age relation in Section
4.2. We define the selection function as S(τ, ζ,m) = 1
for log g < 3.8 and (J−K)0 > 0.5, and 0 elsewhere. The
prior density function, f0, depends on the SFH (ψ(τ)),
the initial mass function (IMF, ξ(m)), and the metallicity
distribution function (MDF, φ(ζ)). In this work we have
the metallicity of the star measured to within 0.05 dex,
which is small compared to the width of the MDF in
the solar neighborhood, therefore we simply assume a
flat MDF across the measured metallicity uncertainty.
We also assume that the IMF is independent of age and
metallicity. We can therefore write Equation (3) as

f(τ, ζ) ∝ ψ(τ)φ(ζ)

∫
L(τ, ζ,m)S(τ, ζ,m)ξ(m) dm.

The likelihood function, L(τ, ζ,m), is the likelihood
that a given isochrone point matches the observed star
based on a set of measured parameters. The likelihood
function is calculated as the product of each observ-
able parameter compared to an isochrone point assuming
Gaussian uncertainties. To build the likelihood PDF,
L(τ, ζ,m) is summed over all isochrone points. Inte-
grated over the mass this has the form
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where X is the measured stellar parameter, σX,obs is
the uncertainty in X , and n is the number of isochrone
points. In practice we only sum over isochrone points
within 3σ of all of the measured parameter value. We
note that because the isochrones are given in 0.05 steps
in log10(age), we also work in log10(age). For all equa-
tions given, τ denotes log10(age). We assume a Chabrier
lognormal IMF (Chabrier 2001) as is provided within the
PARSEC isochrones.
The measured parameters considered were tempera-

ture (Teff), metallicity ([M/H]), surface gravity (log g),
and absolute Tycho V -band magnitude (MVT ). Metal-
licity is included in all cases. The PARSEC isochrones
have solar α-abundances, therefore we derive an adjusted
metallicity for each star in the observed Hipparcos sam-
ple to account for α-abundance. It has been shown that
α-enhanced stars appear cooler than stars with solar α-
abundance of the same age and [Fe/H] (see, e.g., Salaris
et al. 1993). If ignored, this effect would result in an
older age assigned to an α-enhanced star. As this is ex-
actly the trend suggested by chemical evolution models
of the thick disk populations, it is crucial to account for
any α-enhancements when comparing to solar abundance
isochrones. To correct for the temperature shift due to
the stellar α-enhancement, an adjusted [M/H] was used
to compare to the isochrone [Fe/H]. We use the correc-
tion described in Salaris et al. (1993). As our sample
does not contain many α-enhanced stars, only a small
adjustment is required. For 94 % of the observed sample
the adjustment to the metallicity is less than 0.1 dex,

the PARSEC isochrone [Fe/H] step size. The effect on
the age estimate is almost always less than 0.1 dex. We
discuss below the combination of measured parameters
that allows for the most accurate age determination of
red giants. For the purpose of comparing to a direct age
estimate from the mass (see sections 4.1 and 4.2) we also
consider the ages derived with this method using [M/H]
and mass as the measured parameters.
Using L(τ, ζ) as given in Equation (4), we assume a

flat MDF over the uncertainty in [M/H] and integrate
over metallicity to obtain the full age PDF for a single
star.

f(τ) ∝ ψ(τ)L(τ).

The use of a grid of isochrones spaced in log(age) imposes
a default prior of a flat SFH prior in log(age) or τ . We
adopt a flat SFH prior in age by weighting each τ bin of
the PDF by the linear age of that bin. This results in the
full age PDF of a single star. In Section 4.6 we model
the SFH as a parameterized function.

4.4. Mock Data Tests

Using a sample of simulated stars, we examine which
combination of measured parameters results in the most
accurate age determination. The simulated sample was
created by selecting random points from the PARSEC
isochrones to create a sample with a flat distribution
in age. The sample contains 1200 stars with param-
eters 3500K < Teff < 5400K, −1.0 < [Fe/H] < 0.7,
3.8 < log g < 0, and (J −K)0 > 0.5. This contains only
evolved stars, covers a large range of metallicities, and
includes the color cut imposed on the observational sam-
ple. Gaussian noise was introduced to the points based
on the typical observational uncertainties of our sam-
ple, 92 K in Teff, 0.11 dex in log g, 0.05 dex in [M/H],
and 0.15 mag in MVT . From these parameters a spec-
troscopic mass was calculated just as is done with the
observed sample. The disagreement in the true mass of
the isochrones point and the mass calculated from the
parameters with added noise is 38 %, in agreement with
the estimate based on observational errors in Section 4.1.
An age PDF was calculated for each star in this sim-

ulated sample using the method described in Section 4.3
for several combinations of measured parameters, how-
ever, [Fe/H] was included in all cases. To assign a single
age to a star we take the mean of the age PDF. The age
PDF for an evolved star is often not a Gaussian PDF,
and can have more than one local maximum because
these stars commonly have measured parameters similar
to older or younger stars at a different stage of evolution
(e.g., RC or AGB stars). The mean of the PDF is more
sensitive to multiple peaks, which can introduce larger
uncertainties in the age of a single star, but can result in
a more accurate age distribution for a large sample. The
difference in log(age) between the real and recovered age
values for a few test parameter sets is shown in Figure
7. In these figures, a Gaussian is fit to the distribution
of errors to determine the 1σ errors. Both the Gaussian
fit and the σ value are indicated in the figure.
The upper left panel of Figure 7 shows the age errors of

a Bayesian isochrone matching analysis using [Fe/H] and
M as the measured parameters. This analysis compares
directly with the mass-age relation analysis from Section
4.2. The age errors here are generally smaller than the



flat SFH. This is also consistent with the expected age distribution of a sample of

giants in the solar neighborhood as shown in Figure 4.13.

Although the Gaussian model finds the overall SFH of the whole sample,

there are more individual star PDFs that differ largely from the average fit than

would be expected from purely Gaussian wings. This suggests we need a more

complex model to account for these outlier stars.

Motivated by recent work that demonstrates that α-abundance may correlate

more closely with age than [Fe/H] (see, e.g., Haywood et al. 2013, and Figure 4.15

below) we test an α-dependent Gaussian SFH model. The SFH model is applied

to a subsample of stars with a single α-abundance, and most likely parameters

determined for each abundance bin. Even with an α-dependent model we find stars

with age PDFs that are significantly inconsistent with the most likely SFH model

for the given α-abundance. We therefore test a uniform+Gaussian α-dependent

SFH model, which consists of a Gaussian SFH plus a constant SFH for some

fraction of outlier stars. This model is given by

ψ(τ |µ, σ) = (1− A)

σ
√
2π

exp

(
(τ − µ)2

2σ2

)
+ A× C

where A is the outlier fraction and C is a constant. This allows the single α-

abundance population to be fit by a Gaussian SFH while also allowing for a small

fraction of outlier stars. Although the pure Gaussian models are sufficient to ex-

amine the mean age of the α-abundance dependent populations, when determining

ages for individual stars, the age PDFs for outlier stars are significantly modified

by the SFH prior. The Gaussian+uniform SFH model is needed for the SFH prior

used in an empirical Bayesian analysis to determine individual star ages. We find

an outlier fraction of 7.5% is consistent with our sample, however, the value of
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flat SFH. This is also consistent with the expected age distribution of a sample of

giants in the solar neighborhood as shown in Figure 4.13.

Although the Gaussian model finds the overall SFH of the whole sample,

there are more individual star PDFs that differ largely from the average fit than

would be expected from purely Gaussian wings. This suggests we need a more

complex model to account for these outlier stars.

Motivated by recent work that demonstrates that α-abundance may correlate

more closely with age than [Fe/H] (see, e.g., Haywood et al. 2013, and Figure 4.15

below) we test an α-dependent Gaussian SFH model. The SFH model is applied

to a subsample of stars with a single α-abundance, and most likely parameters

determined for each abundance bin. Even with an α-dependent model we find stars

with age PDFs that are significantly inconsistent with the most likely SFH model

for the given α-abundance. We therefore test a uniform+Gaussian α-dependent

SFH model, which consists of a Gaussian SFH plus a constant SFH for some

fraction of outlier stars. This model is given by

ψ(τ |µ, σ) = (1− A)

σ
√
2π

exp

(
(τ − µ)2

2σ2

)
+ A× C

where A is the outlier fraction and C is a constant. This allows the single α-

abundance population to be fit by a Gaussian SFH while also allowing for a small

fraction of outlier stars. Although the pure Gaussian models are sufficient to ex-

amine the mean age of the α-abundance dependent populations, when determining

ages for individual stars, the age PDFs for outlier stars are significantly modified

by the SFH prior. The Gaussian+uniform SFH model is needed for the SFH prior

used in an empirical Bayesian analysis to determine individual star ages. We find

an outlier fraction of 7.5% is consistent with our sample, however, the value of
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where N(a) is a model normalization term defined such that

N a f m S m d d dm, , , , 1.0( ) ( ) ( )¨ U [ U [ U [ �

This normalization term ensures that the total probability that a
star in the sample is a giant given the model prior is unity. This
is necessary as the sample is defined to contain only giants.
Recall from Section 4.3 that the prior depends on the SFH, the
IMF, and the metallicity distribution, as well as the selection
function, S m, , ,( )U [ to account for a sample of all giants. As
we are modeling the SFH it now also depends on the parameter
(s) a of the model. Therefore,

p a p a p m m

S m N a a d d dm

data data , ,

, , .

( ∣ ) ( ) ( ∣ ) ( ) ( )
( ) ( ) ( ∣ )
¨ U [ G [ Y

U [ Z U U [

r

q

Here p mdata , ,( ∣ )U [ is the likelihood function L m, ,( )U [ for
an individual star, so we can use this function and take the
product over all stars:

p a p a L m m

N a a S m d d dm

data , ,

, , .
i

i

i

( ∣ ) ( ) ( ) ( ) ( )

( ) ( ∣ ) ( )
¨� U [ G [ Y

Z U U [ U [

r

q

Now recalling Equation (4), we can integrate over mass and use
L ,( )U [ , and also over metallicity, assuming a flat metallicity
distribution:

p a p a L N a a ddata . 5
i

i( ∣ ) ( ) ( ) ( ) ( ∣ ) ( )¨� U Z U Ur

We have already computed Li ( )U for each star in Section 4.3;
therefore, we can use these PDFs to constrain the parameter a
of the model prior. The likelihood PDFs were calculated under
assumed SFH, IMF, and metallicity distribution priors. The
assumed IMF and MDF are the same as in Section 4.3. The
effect of using a grid of isochrones in log(age) is a flat SFH
prior in τ. However, the prior being modeled here is the SFH,
which will be a function of τ; therefore, we do not need to
explicitly remove the prior imposed by the isochrone grid. The
model SFH priors also have free parameter(s) a, a( ∣ )Z U .
We test this hierarchical modeling method on a mock sample

of stars generated to have an underlying Gaussian SFH, with a
mean age of 9.0U � and an age dispersion of 0.4T � , and
selected to be only giants using our selection function. We find
that the hierarchical modeling accurately recovers the mean age
and age dispersion of the simulated sample. The model SFH
was found to have a mean age of 9.0 and an age dispersion of
0.37, very similar to the input sample. This demonstrates that
the hierarchical modeling method is able to correctly recover
the underlying SFH, assuming the model function is a good
representation of the true SFH.
We test a few simple models for the SFH of the observed

Hipparcos sample, starting with a flat SFH in log(age), τ, given
by

, 1
0 elsewheremin max

min max{( ∣ ) - -Z U U U U U U�

where minU and maxU are the free parameters. To determine the
values of minU and maxU we calculate the probability of the
parameter value given the data (Equation (5)) for a grid of minU
and maxU values. We find the most likely parameters to be minU
of 8.05 and maxU of 10.1. This is a reasonable range of ages for a
sample of solar neighborhood giants; however, the SFH is
likely more complicated. We also test models for a linear SFH
in age, and a Gaussian SFH in log(age). We find that the linear
SFH model cannot recover a likely slope while maintaining a
positive SFR across the full age range.
The Gaussian model has the form

,
1
2

exp
2

2

2
( ∣ ) ( )⎛

⎝⎜
⎞
⎠⎟Z U N T

T Q
U N

T
�

�

where the mean log(age), μ, and log(age) dispersion, σ, are the
free parameters. The value of these parameters was determined
through a similar grid search as the previous model, resulting in
a most likely μ of 9.25 and σ of 0.39. This is consistent with
the distribution of ages found in Section 4.3 using the assumed
flat SFH. This is also consistent with the expected age
distribution of a sample of giants in the solar neighborhood
as shown in Figure 13.
Although the Gaussian model finds the overall SFH of the

whole sample, there are more individual star PDFs that differ
largely from the average fit than would be expected from purely

Figure 13. Expected distribution, N ,( )U [ , for a sample of evolved stars
selected with the same criteria as the local red giant sample in age, τ, and
metallicity, ζ (top). We also examine the expected age distribution, N ( )U ,
assuming a solar neighborhood MDF similar to that found by Hayden et al.
(2015, bottom).
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flat SFH. This is also consistent with the expected age distribution of a sample of

giants in the solar neighborhood as shown in Figure 4.13.

Although the Gaussian model finds the overall SFH of the whole sample,

there are more individual star PDFs that differ largely from the average fit than

would be expected from purely Gaussian wings. This suggests we need a more

complex model to account for these outlier stars.

Motivated by recent work that demonstrates that α-abundance may correlate

more closely with age than [Fe/H] (see, e.g., Haywood et al. 2013, and Figure 4.15

below) we test an α-dependent Gaussian SFH model. The SFH model is applied

to a subsample of stars with a single α-abundance, and most likely parameters

determined for each abundance bin. Even with an α-dependent model we find stars

with age PDFs that are significantly inconsistent with the most likely SFH model

for the given α-abundance. We therefore test a uniform+Gaussian α-dependent

SFH model, which consists of a Gaussian SFH plus a constant SFH for some

fraction of outlier stars. This model is given by

ψ(τ |µ, σ) = (1− A)

σ
√
2π

exp

(
(τ − µ)2

2σ2

)
+ A× C

where A is the outlier fraction and C is a constant. This allows the single α-

abundance population to be fit by a Gaussian SFH while also allowing for a small

fraction of outlier stars. Although the pure Gaussian models are sufficient to ex-

amine the mean age of the α-abundance dependent populations, when determining

ages for individual stars, the age PDFs for outlier stars are significantly modified

by the SFH prior. The Gaussian+uniform SFH model is needed for the SFH prior

used in an empirical Bayesian analysis to determine individual star ages. We find

an outlier fraction of 7.5% is consistent with our sample, however, the value of
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  stars	
  and	
  
local	
  dwarfs	
  
	
  
Difference	
  in	
  light	
  and	
  
heavy	
  alphas	
  

Si	
  

Ca	
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Na	
  and	
  Al	
  

Smiljanic+	
  2016	
  suggest	
  
internal	
  mixing	
  in	
  red	
  giant	
  
stars	
  enhances	
  Na	
  in	
  
massive	
  stars	
  
	
  
Al	
  is	
  consistent	
  with	
  results	
  
from	
  solar-­‐like	
  stars.	
  
Na	
  is	
  not,	
  perhaps	
  there	
  is	
  
some	
  effect	
  of	
  mixing	
  

full Cannon
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Mn	
  and	
  Ni	
  

Most	
  theoreNcal	
  yields	
  
predict	
  similar	
  behavior	
  for	
  
Mn	
  and	
  Ni	
  
	
  
Could	
  be	
  some	
  NLTE	
  effects	
  
(see	
  BarsNni	
  &	
  Bensby	
  
2015)	
  
	
  
Kobayashi+	
  2006	
  solves	
  Mn	
  
vs	
  Ni	
  difference	
  with	
  winds	
  

full Cannon
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Conclusions	
  

•  Hierarchical	
  modeling	
  is	
  a	
  powerful	
  
tool	
  for	
  examining	
  age	
  trends	
  for	
  
large	
  samples	
  of	
  stars	
  

•  Clear	
  relaNon	
  between	
  C	
  &	
  N	
  and	
  
age	
  in	
  the	
  solar	
  neighborhood	
  

•  Different	
  behavior	
  of	
  light	
  and	
  
heavy	
  alphas	
  

•  Gaia	
  will	
  allow	
  for	
  individual	
  age-­‐
abundance	
  trends	
  as	
  a	
  funcNon	
  of	
  
posiNon	
  through	
  the	
  disk	
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GalacNc	
  Archaeology	
  

!  Stars	
  are	
  good	
  tracers	
  of	
  GalacNc	
  
evoluNon	
  

!  Elemental	
  abundances	
  in	
  stellar	
  
atmospheres	
  reflect	
  the	
  composiNon	
  
of	
  the	
  ISM	
  

!  The	
  composiNon	
  of	
  the	
  ISM	
  changes	
  
with	
  Nme	
  

!  IN	
  GENERAL…	
  the	
  ISM	
  is	
  enriched	
  
with	
  Nme	
  "	
  [Fe/H]	
  increases	
  

!  Different	
  elements	
  are	
  enriched	
  
differently	
  


